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Abstract—Robots in human populated environments need to perceive and understand the social context they are in for a variety of tasks. One key element to this understanding are group-level activities of people in the vicinity of the robot. In this paper, we employ supervised learning to recognize such activities from a robot-centric first-person perspective for the task of navigation in human crowds. We develop and compare several feature descriptors that encode spatiotemporal motion information of surrounding people using histograms and use Random forests for classification. Extensive comparative experiments in simulation reveal that adding additional information such as velocity and speed to the histograms gives best performance given that some activities are indistinguishable by mere density counts. We also observe that directional information in velocity dominates speed. We obtain a 77% classification accuracy for five activity classes.

I. INTRODUCTION

Group-level activity recognition and analysis is a key skill for assistive and service robots in human environments as it provides the capacity to reason about human behavior and derive suitable robot behaviors. Robots with this level of understanding can, for example, generate socially compliant behavior by mirroring activities or plan actions that are particularly task-efficient for the robot while being socially normative at the same time.

Previous work in this area is typically carried out in the computer vision community motivated by applications such as monitoring or surveillance. Such work usually make use of overhead cameras that overlook the entire scene [1], [2], [3], [4], [5]. Such conditions are not met with a mobile robot operating in-scene and perceiving the surrounding people from a first-person perspective as shown in [6] although no robots are used. Thus, in this paper, we develop methods and models that encode the relevant information on the surrounding people in a robot-centric way and perform extensive experiments across several features and spatial descriptors. We focus on activity classes that are common in public spaces such as queueing, standing in a group, shopping, walking in groups, walking in flows, etc. as shown in Fig. 2. The ability to understand social context is also important in the application scenario that also motivates this work. In this scenario a mobile service robot is deployed to guide groups of delayed transfer passengers through the crowds of a busy airport within EU FP7-project SPENCER[1].

In related work, typical approaches compute large numbers of low-level features on visual data over multiple frames and employ different coding schemes like bag-of-words to derive a reduced feature representations which is then used for classification [7], [8], [2]. The importance of social role in such activity discovery was studied in [9] albeit only considering pairwise interactions. Choi et al. [10] propose a novel feature descriptor to encode spatial relations between people for the task of group activity recognition. The descriptor studied here is based on this idea. When visual information is not available as in our case, features need to be extracted from motion state primitives such as poses and orientations along trajectories. Non-visual approaches to human activity recognition typically uses wearable sensors such as accelerometers as in [11]. However, this group of works aims at recognizing activities of individuals only.

The paper is structured as follows: section II introduces our approach including the formulation we use, section III describes our simulator, section IV discusses the experiments we undertook in this work, section IV-B shows our results and finally in section V we give some conclusions and future outlook.

II. PROBLEM STATEMENT AND APPROACH

Our goal is to recognize different social activities of people in the vicinity of the robot, and we assume to have only very limited information, namely their relative position, orientation and motion state. This assumption is realistic...
given the capacities of today people tracking systems from on-board sensors and it allows us to study the problem under particularly difficult conditions.

A. Problem Formulation

Consider a robot traveling between two points in a populated environment. The environment is modeled as a bi-dimensional Euclidean space $\mathcal{C}$ which is the union of three sets, static obstacles $\mathcal{C}^s_{\text{obs}}$, dynamic obstacles (including people) $\mathcal{C}^d_{\text{obs}}$ and free space $\mathcal{C}_{\text{free}}$. Without loss of generality we can assume all dynamic obstacles to be human pedestrians and write $\mathcal{C}^d_{\text{obs}}$ as a set of $N$ pedestrians $\mathcal{C}^d_{\text{obs}} = \{ \mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_N \}$. In our case, each pedestrian is represented by a position and velocity state vector $\mathbf{p} = [x_p, y_p, \dot{x}_p, \dot{y}_p]^T$ which is also the representation of the robot $\mathbf{r} = [x_r, y_r, \dot{x}_r, \dot{y}_r]^T$. Groups of pedestrians are given by sets $\mathcal{G}_j = \{ \mathbf{p}_i \mid \psi(j, i) = 1 \}$ with $\psi(\cdot, \cdot)$ being an arbitrary group membership function.

We define a neighborhood $\mathcal{N}$ to be a locality centered at the robot or any other agent. We will consider different methods to define this neighborhood in the next subsection. Our group activity recognition task can then be framed as extracting relevant features from sequences of relative pose vectors $\xi_{1:T}$ of length $T$

$$\xi_{1:T} = \begin{bmatrix} \mathbf{p}_1^1, \ldots, \mathbf{p}_N^1 \mathbf{p}_1^2, \ldots, \mathbf{p}_N^2 \vdots & \vdots \mathbf{p}_1^T, \ldots, \mathbf{p}_N^T \end{bmatrix}.$$  \hspace{1cm} (1)

Note that the number of pedestrians in the neighborhood, $N_t$, may change at any time $t$ when people enter or leave $\mathcal{N}$.

A single frame at time $t$ consists of the positions and motion states of the robot and the pedestrians in the robot’s vicinity as shown in Fig. 3. We will consider neighborhoods centered at both the robot and at other agents and refer to the combined state information of all agents in $\mathcal{N}$ as context or social context of the focal agent.

B. Features

We now seek features that capture the relevant attributes and relationships of and between pedestrians, as well as the relationships between pedestrians and robot. Our approach utilizes feature descriptors that involve computing histograms in the neighborhood of the focal agent (robot or any other pedestrian). This method is inspired by the shape context descriptor [12], popular in computer vision, as well as the spatio-temporal volume descriptor proposed in [10]. These descriptors are chosen ad-hoc and do not incorporate domain knowledge from the cognitive or social sciences. It appears, however, necessary to account for knowledge from these fields which is why, in this work, we extend those features to exploit empirical findings in the way the histograms are computed and the information that they represent.

The basic form of our feature is computed as follows: given the set of state vectors of surrounding agents $\{ \mathbf{p}_1, \ldots, \mathbf{p}_N \}$ and the focal agent (the robot state $\mathbf{r}$ for example), we compute the relative distances and orientations of surrounding pedestrians with respect to the focal agent as $\mathbf{\rho} = \{ \rho_1, \ldots, \rho_N \}$ and $\mathbf{\theta} = \{ \theta_1, \ldots, \theta_N \}$. We then histogram the $\mathbf{\rho}$’s and $\mathbf{\theta}$’s into different bins. Like the shape context descriptor, we use uniformly sized bins along $\mathbf{\theta}$ but have three types of bins along $\mathbf{\rho}$, namely uniform, Proxemics, and anisotropic bins described next:

1) Uniform binning: This descriptor divides the radius vector into $K$ equally sized intervals, inducing $K$ concentric
circles. We found $K = 5$ to be best in our experiments.

2) Proxemics binning: Uses the elliptic Proxemics regions as illustrated in Fig 4 as proposed by Hall [13]. The Proxemics theory is an empirical model that relates inter-personal body distance during interaction. The four different spaces are called intimate (up to $0.45\, \text{m}$ from the focal agent), personal (between $0.45\, \text{m}$ to $1.2\, \text{m}$), social (between $1.2\, \text{m}$ to $3.6\, \text{m}$) and public ($3.6\, \text{m}$ or more).

3) Anisotropic binning: This model is proposed by Helbing et al. [14] and describes the observation that influences are not isotropic given the limited field of view of humans. Instead of elliptic regions as in Hall’s Proxemics model, this model scales influences from other agents by an anisotropic factor defined as:

$$a \cdot \exp \left( \frac{r_{ij} - d_{ij}}{b} \right) n_{ij} \left( \lambda + (1 - \lambda) \frac{1 + \cos(\varphi_{ij})}{2} \right),$$

where index $i$ denotes the focal agent and index $j$ the interacting pedestrian. $a, b$ are parameters that control the size of the regions and $\lambda$ defines the strength of the anisotropic factor that controls the region’s circularity. $n_{ij}$ is the normalized vector pointing from pedestrian $j$ to the focal agent $i$, $\varphi_{ij}$ is the relative orientation of pedestrian $j$ with respect to the line through the centers of the focal agent $i$ and pedestrian $j$, $r_{ij}$ is the sum of radii of the focal and interacting agents (assuming circular and similar body shape), and $d_{ij}$ is the Euclidian distance between the two agents. The regions are illustrated in Fig 5.

The shape context descriptor and the descriptor proposed in [10] is obtained by counting the occurrences of events (pixels along the shape or pedestrians) that falls into each respective bin. In this way, each bin holds a density estimate of those events. Here, we exploit more information on the surrounding pedestrians than relative position and incorporate also information on their relative velocity direction and magnitude. Similar features have been to encode coherent motion indicators as found in large-scale empirical studies by [15].

Concretely, for each bin, we compute the average relative direction (called direction) and the average relative velocity magnitude (called speed) of all pedestrians that fall into that bin. This is done for all three descriptor shapes described above. The combination of density, direction and speed distributions over the bins form the basis feature representation in this work.

One goal of this paper is finding the best coding, modeling and learning schemes for the task of group-level activity recognition for mobile robots. Thus, we systematically compare the seven feature combinations density, direction, speed, density–direction, density–speed, speed–direction and density–direction–speed.

Many group-level activities unfold over time and can only be distinguished over sequences of observations. Thus, instead of considering only the context of a focal agent at a single frame, we integrate information over time by tracking the motion state of the surrounding pedestrians and aggregating feature values over the last $T$ frames. Short state sequences of this kind are typically called tracklets. In the experiments, we will evaluate the contribution of this form of temporal smoothing against the limit case $T = 1$ (no smoothing).

Finally, we also perform smoothing over descriptor space to diminish quantization artefacts from the histogram binning. Without smoothing, small changes in the position of a pedestrian at the edge of two bins may have large and unwanted effects onto the feature encoding. We smooth the raw feature values by convolution with a Gaussian kernel. Fig 6 illustrates an example feature histogram with uniform binning.
C. Classification model

At every time index $t$, the descriptors produce feature vectors $\phi_t$ that contain the stacked values of all flattened histogram bins. As we take a supervised learning approach, we also have discrete activity labels $y_t$ from the label set $\{1, \ldots, k\}$ for $k$ different activities. We seek to learn a model $M$ so as to be able to predict activities from unseen feature vectors. Once the model is learned, we estimate the probability distribution over activity labels, $P(A_k \mid M, \phi_t)$, for example over observation sequences from a test trajectory of the robot through the environment. The predicted activity at frame $t$ is then found in a maximum a posteriori fashion to be the one with the highest probability.

We use Random forests [16] for recognizing the activities shown in Fig. 2. Random forests is an ensemble classification method that combines multiple tree estimators trained using different subsets of the training data in a ‘bagging’ fashion. Unlike other bagging approaches, random forests strive to decorrelate the base estimators and hence reduce variance based on randomly chosen subsets of input variables and training samples which usually gives good predictive accuracy as demonstrated in many applications. For a rigorous treatment of random forests theory, we refer the reader to [17]. We make use of the standard implementation of random forest algorithm available from the scikit-learn library [18] and determine the classifier parameters (number of estimators and split criteria) via $k$-fold cross validation.

III. SIMULATOR

One goal of this paper is to systematically study and compare different feature coding and modeling schemes for which we require repeatability of experimental conditions. Because this is hard to find in real-world experiments, we make use of simulation to generate data for our experiments. The integration with a person tracker based on real sensory data is planned as future work. For now, the simulator allows us to analyze the problem in controlled conditions and receive upper performance bounds.

Our pedestrian simulator is an extension of the PedSim simulator [19] to which we have added several functionalities such as the group-level activities shown in Fig. 2. Pedestrian motion is generated via a series of waypoints, guided by the social force model [14] which posits that motion is governed by a combination of three forces: a social force from other agents, a repulsive force from obstacles and a desired force in goal direction. We have extended the system to also generate group behavior using an extension of the social force model by Moussaid et al. [20] which adds three group forces: a group coherence force, a group repulsion force to keep distances between group members and a gaze force for orienting heading towards the center of the group. Alltogether the pedestrians are driven by the equations of motion specified in Eq. 2, the reader is referred to [14], [20] for details of the derivations. The individual forces are weighted to tune their relative influences.

$$\frac{dv_i}{dt} = f_{\text{desired}} + f_{\text{obstacle}} + \sum_j f_{\text{social}}^{ij} + f_{\text{gaze}} + f_{\text{repulsion}} + f_{\text{coherence}} \quad (2)$$

The agents are spawned with different maximum speeds which are drawn from a Guassian distribution given by $\nu \sim \mathcal{N}(\mu = 1.34, \sigma = 0.26)$ whose parameters were taken from [21]. We control the sizes of groups by drawing samples from a Poisson distribution $|G| \sim \text{Poi}(\lambda)$ subject to the number of available agents. Queues are modeled as special waypoints with waiting times $t$ drawn from an Erlang distribution (implemented as Gamma distribution with shape parameter as an integer) $t \sim \Gamma(\alpha, \beta)$ while the distance between queueing pedestrians $d$ is drawn from a uniform distribution $d \sim \text{Uni}(a, b)$.

Shops are modeled as rectangular attraction regions so that a pedestrian switches from walking to shopping by a switch variable $s$ drawn from a Bernoulli distribution so that $s \sim \text{Bern}(p)$ whose parameter $p$ encodes a shop’s attraction strength. Once in shopping mode, a pedestrian wanders around the shop by moving to randomly selected poses in varying intervals of time as if the agent was browsing through articles. Poses are drawn from $\text{Uni}(a, b)$ parameterized by the shop dimensions.

We have determined the parameters of the distributions to reproduce realistic human behavior to the best of our knowledge. However, we can expect that the exact choices
of these values have little effect on the studied aspects in this paper. Our simulator runs on a simulated clock at 25Hz.

IV. EXPERIMENTS

The objectives of the experiments are twofold: first, to investigate the impact of the three different descriptors uniform, Proxemics and anisotropic on the activity recognition task, and second, to compare the baseline descriptor that includes only density counts with our extended descriptor that also incorporates relative direction and speed features.

A. Setup

Using the simulator described in Sec. III, we have developed scenarios with the five activities walking in a flow, walking against a flow, queueing, standing and shopping as shown in Fig. 2. For learning, we collect training data in a set of scenes where each behavior is presented individually. The robot moves around the scene encountering agents with the different activities and perceives the scene from a robot-centric perspective using a limited sensor field of view defined to be a circle with radius $R$. Along those trajectories, it maintains sequences of relative pose vectors $\xi_t$ from which the different features are computed. This phase produces the activity classification model $M$.

In the test phase, the robot moves through a novel scene that simulates a complex airport-like environment with 175 agents in which all activities are present at the same time (see Fig. 1). In each step, the model $M$ is used to classify the activity of every pedestrian within the robot’s field of view by making each of them the focal agent and classifying its social context. We denote the set of visible pedestrians at every step $\mathcal{V} = \{p \mid \text{dist}(p, r) \leq R\}$ where dist$(p_i, p_j)$ is the Euclidean distance of agents $p_i$ and $p_j$ based on their positions.

As performance metric, we compute the frame accuracy as the ratio of correct label matches to the number of classified pedestrians

$$acc = \frac{\sum_{p \in \mathcal{V}} \mathbb{1}(\hat{a} = a)}{|\mathcal{V}|} \quad (3)$$

where $\hat{a}$ is the predicted activity and $a$ the true activity of pedestrian $p$, respectively, and $\mathbb{1}(\cdot)$ the indicator function. We do this over an entire test trajectory and compute the trajectory accuracy as the average over the frame accuracies. We compute averages over 5 exemplar trajectories and use 5-fold cross validation to find the optimal parameters of our classification model.

We also show confusion matrices illustrating how our model performs in distinguishing the five activities from each other. We show results obtained by considering single frames, $T = 1$, and by aggregating multiple frames together, $T = 10$, to see how the consideration of the temporal information which is inherent in the activities impacts the classification performance.

We use 45 base estimators (trees) for the Random forest classifier and entropy as the tree splitting criterion. In the uniform binning model, we use a radius of $R = 3.6m$ as descriptor size which is inspired by Proxemics theory as the radius of the social space. In the two other binning models, we scale relevant parameters so that the furthest pedestrians covered in the space is within the 3.6$m$ radius. We then use 5 bins for $\rho$ and 8 bins for $\theta$ to give a 40-dimensional vector of either density, direction and speed features. In case of combinations, the feature vector is 80 or 120-dimensional.

B. Results

The average frame accuracies per feature averaged over 5 test trajectories and standard deviations on the test airport scene are shown in Fig 8 with temporal smoothing and Fig. 7 without temporal smoothing. We generally observe a good classification accuracy in particular when the density–direction–speed features are considered. We also observe increased accuracy for most combinations when integrating information over time which is a clear indication that the five activities possess inherent temporal information that needs to be accounted for. The corresponding confusion matrices are shown in Fig. 9 and similar effect of smoothing it observed.
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Fig. 7: Frame accuracy for every feature combination on the test airport scene without temporal smoothing.

![Figure 8](image8.png)

Fig. 8: Frame accuracy for every feature combination on the test airport scene with temporal smoothing of 10 frames.
Fig. 9: Confusion matrices for different binning spaces and temporal smoothing settings. The left three figures show the confusion percentages for the uniform, proxemics, and anisotropic binning model for the best feature combination of density-velocity-speed without temporal smoothing ($T = 1$). The right three figures show the matrices for the same three binning models and the same feature combination with temporal smoothing ($T = 10$).

V. CONCLUSION

In this paper we have studied the problem of recognizing group-level social activities for mobile robots that perceive surrounding humans only through trajectory data of positions and velocities. The goal of this paper was to frame the problem and compare different feature coding, modeling and learning schemes in large-scale simulation in order to find the best-performing method in terms of classification accuracy.

We have extended related work by two novel histogram descriptors and velocity-related features and demonstrated their viability in our experiments. Temporal smoothing improves recognition performance which we attribute to the fact that most group-level activities unfold over time. We observed that density count features are limited in terms of accuracy as some activities like moving with or against a flow of pedestrians are only distinguishable through relative direction information. We also observed that using non-uniform binning regions improves recognition as in the case with Proxemics and anisotropic binning which focus on ‘relevant’ parts of the surrounding.

In future work, we plan to integrate the classification procedure with a people tracker from either 2D laser data or RGB-D data and study the robustness of the method with respect to errors in perception. We also intend to learn temporal graphical models that are able to represent more complex temporal group-level activities and perform spatial smoothing over neighboring pedestrians as well as developing feature descriptors to take advantage of other social cues.
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