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ABSTRACT

Automatically detecting groups of conversing people has be-
come a hot challenge, although a formal, widely-accepted
definition of them is lacking. This gap can be filled by con-
sidering the social psychological notion of an F-formation as
a loose geometric arrangement. In the literature, two main ap-
proaches followed this line, exploiting Hough voting [1] from
one side and Graph Theory [2] on the other. This paper of-
fers a thorough comparison of these two methods, highlight-
ing the strengths and weaknesses of both in different real life
scenarios. Our experiments demonstrate a deeper understand-
ing of the problem by identifying the circumstances in which
to adopt a particular method. Finally our study outlines what
aspects of the problem are important to address for future im-
provements to this task.

1. INTRODUCTION
After decades studying how to automatically model single in-
dividuals (their appearance, their activities, etc.), the Com-
puter Vision community has started to focus on how groups
of interacting people can be modeled. In this paper, we fo-
cus on automatically identifying groups of conversing people
from still images without exploiting temporal information.

There are many applications where finding such groups
can be appealing such as photo tagging [3] and activity recog-
nition [4], to name but a few. Initially, this purpose has been
addressed by employing computer vision and pattern recogni-
tion tools exclusively: some of the earlier group detection me-
thods used Voronoi diagrams with positional features [5], or
modularity cut clustering [6]; subsequently, head orientation
has been exploited, considering groups to contain individuals
that are close and looking at each other [7, 8].

Social signal processing [9], i.e., a research area that em-
erged at the juncture between Social Psychology and Pattern
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Fig. 1. a) Example of a real F-formation with the related o-
space highlighted in orange; b) frame from the Idiap Poster
Data dataset [2]; c) frame from the Coffee Break dataset [1].

Recognition, gave new perspectives to attack the problem, in-
heriting social psychological notions that could inform the de-
sign of automated methods. The most important concept in
this case is the notion of an F-formation ([10], p.209), whose
original definition reads: an F-formation arises whenever two
or more people sustain a spatial and orientational relation-
ship in which the space between them is one to which they
have equal, direct, and exclusive access;

Roughly speaking, F-formations are spatial patterns that
characterize groups of two or more people, typically gathered
for conversation, to socialise, share information, and influ-
ence each other. The most important part of an F-formation
is the o-space (see Fig. 1), a convex empty space surrounded
by the people involved in a social interaction, in which every
participant looks inward, and no external people are allowed.
Associates of an F-formation are additionally defined as peo-
ple who try to become involved with a conversing group but
who do not succeed because they are not fully accepted by the
group, or because they feel unable or unwilling in some way
to converse with the others in it [10].

This paper presents a comparative study, where two of the
most cited approaches for group detection by exploiting F-
formations are taken into account. The first approach, called
here HFF (Hough for F-Formations), consists of a Hough
voting procedure which identifies F-formations by inferring
their o-space center locations: this occurs by considering each
person’s position and their head orientation [1]. The second
is called DSFF (Dominant-sets for F-Formations) [2], where
people’s position and body orientations are fed into a cluster-



ing algorithm, whose engine depends on game theoretic dy-
namics and exploits the idea that F-formations are maximal
cliques in edge weighted graphs (dominant sets) [11].

Both the approaches represent different interpretations of
the notion of an F-formation, and this study will examine
which one of them is more effective considering different sce-
narios: having just the body positions, adding orientations
(from either head or body), and also considering different
kinds of noise. The evaluation focuses on two different nat-
ural datasets: the Idiap Poster Data [2] and the Coffee Break
[1] datasets; they represent quite diverse real scenarios, thus
providing a solid benchmark for the two approaches.

The experiments give a clear message: with position and
orientation information (even if noisy) the Hough-based pro-
cedure (HFF) provides the best results; with the body position
only (i.e., the most common output of body trackers nowa-
days) it is more convenient to employ the Dominant set-based
method (DSFF). This study also helps to disect which charac-
teristics are important for an ideal F-formation detection ap-
proach, defining clearly future perspectives for the research.

The rest of the paper is organized as follows: in Sec. 2,
the HFF method is summarized, while Sec. 3 describes the
DSFF method. In Sec. 4 the comparative analysis between the
two approaches is presented. Finally, Sec. 5 generalizes our
experimental analyses, specifying the essential characteristics
a robust F-formation detector should have.

2. HOUGH FOR F-FORMATION DETECTION
In the HFF method [1], the state of each individual with la-
bel i ∈ L is characterized by its floor position (xi, yi) and
head orientation θi. To deal with the uncertainty over posi-
tion and head orientation estimates (which presumably come
from tracking and head pose estimation algorithms), a set of
N samples {si,n}, n = 1, . . . , N associated to subject i is
sampled from N (µi,Σ) where µi = [xi, yi, θi], and Σ is
a diagonal matrix with trace σ2
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θ . Each sample has a

weight wi,n ∝ N (si,n; µi,Σ), and votes for an o-space cen-
ter, considering a radiusR along its orientation, with an inten-
sity equal to its weight. All the votes of the different subjects
are stored in two accumulation spaces: an intensity accumula-
tion space AI(x, y) which collects the sum of the intensities
of the votes for the location (x, y); and a label accumulation
space AL(x, y) that records the ID labels {i} of the people
that voted for (x, y). A final accumulation space Ã is built:

ÃI(x, y) = card(x, y) · AI(x, y) ∀(x, y) ∈ AI(x, y) (1)

where card(x, y) counts the different subjects that voted for
x, y; such information is easily extracted fromAL(x, y). Valid
groups are found by evaluating the ÃI(x, y) values in de-
scending order, and checking the o-space emptiness condi-
tion (which amounts to checking that people not involved in
a potential F-formation instance do not lie in its o-space), it-
eratively, pruning away the votes of those people who have

been already assigned to another legal group, until ÃI(x, y)
becomes empty.

In a nutshell, for the HFF method an F-formation should
be instantiated by people in a good relative position (generat-
ing several votes in the AI(x, y)), where there is no obstacle
between them (satisfying the emptiness condition).

3. DOMINANT SETS FOR F-FORMATION
DETECTION

If we consider each person in the scene as a node in a graph
and a non-binary distance function for the edges, an F-formation
is similar to a maximal clique (or dominant set) in that graph
[2]. First, an affinity matrix A = aij is constructed be-
tween all the nodes V . Depending if we have only position
or both position and orientation information, the affinity ma-
trix is labelled Ap or Ao, respectively. In the former case,
Apij = −edij/2σ

2
, where d is the Euclidean distance between

their respective positions, and σ defines the width of the Gaus-
sian kernel centred around person i. In the latter case, a binary
mask is placed over the kernel so thatAoij is only non-zero for
±90◦around a person’s oriented direction.

The orientation can also be estimated from the positions
by assuming that people are more likely to face those that
they are closer to. In such a case, a socially motivated centre
of focus (SMEFO) for a person is estimated by accumulating
an average position of everyone else in the scene, weighted
by the corresponding Apij ; the orientation is thus described by
the vector going from the person’s position to their estimated
centre of focus. The average weighted degree of a vertex i ∈
S (where S ⊂ V ) with respect to set S is

kS(i) =
1
|S|
∑
j∈S

aij . (2)

The relative affinity between node i and j /∈ S is defined
by φS(i, j) = aij − kS(i). The weight of each node i with
respect to a set S = R ∪ {i} is defined recursively as

wS(i) =
{

1 if|S| = 1∑
j∈R φR(j, i)wR(j) otherwise , (3)

so S is a dominant set if wS(i) > 0,∀i ∈ S and wS∪{i}(i) <
0,∀i /∈ S. To identify the dominant sets, f(x) = xTAx
needs to be optimized, where the non-zero elements of x i.e.,
{xi}, identifies a dominant set. A local solution of the func-
tion is found by applying the first order replicator equations
taken from evolutionary game theory [11] , considering each
{xi} in turn,

xi(t+ 1) = xi(t)
(Ax(t))i

x(t)TAx(t)
. (4)

A peeling strategy identifies the dominant sets by removing
each set in turn and reapplying eq. 4 on the reduced sub-
graph. If wS∪{i}(i) > 0,∀i ∈ {V − S}, where V contains



all the original nodes in the graph, then the dominant set re-
quirement is not met anymore (no more individuals can stay
in a dominant set), the peeling stops, and all remaining nodes
are labelled singletons.

4. EXPERIMENTS
For a thorough comparison of the two techniques, we consid-
ered different scenarios represented by two different datasets,
both portraying real world scenery: the Idiap Poster Session
dataset,1 with ground truth annotations of position and orien-
tation, and the Coffee Break dataset,2 where real tracking and
head orientation detections have been applied.

As accuracy measures, we extend the metrics proposed in
[1]. The F-formation labels only considered the people who
were detected by the tracker. we consider a group as correctly
estimated if at least d(T · |G|)e of their members are found
by the grouping method, and if no more than 1− d(T · |G|)e
false subjects are identified, where |G| is the cardinality of
the labelled group G, and T ∈]0, 1] is an arbitrary threshold;
in [1], T = 2/3, corresponds to finding at least 2/3 of the
members of a group, no more than 1/3 of false subjects. Here
we also consider T = 1, to mean that a group is detected if all
of the tracked members of an F-formation are automatically
labelled. From these metrics we calculate standard precision,
recall and F1 measures, on each frame, mediating them over
all the frames.

4.0.1. Idiap Poster Data (IPD)
This consists of 3 hours of a real aerial video of over 50 peo-
ple who met to present scientific work during a poster ses-
sion. Images from the data were selected so that each one
contained different F-formations. In total, 82 images were se-
lected (to maximise on crowdedness and ambiguity) for anno-
tation, containing ∼ 1700 people. Selection was made based
on leaving at least 10s between images and that no consecu-
tively selected images contained the same formations of peo-
ple. 24 annotators volunteered to label the data. The annota-
tors were grouped into 3-person subgroups to label the same
data. After being given appropriate definitions, annotators
were asked to identify F-formations and their associates from
static images. Asking for explicit labels for associates ensured
that annotators would consciously decide how involved they
thought each person was in the corresponding F-formation.
Each person’s position and body orientation was manually la-
belled and recorded as pixel values in the image plane - one
pixel represented approximately 1.5cm.

4.0.2. Coffee Break (CB) Dataset
The dataset focuses on a coffee-break scenario of a social
event, with 14 individuals at most arranged in groups of 2-3
people. The people’s positions have been estimated by ex-
ploiting multi-object head tracking. Head detection has been

1http://www.idiap.ch/scientific-research/resources
2http://profs.sci.univr.it/∼cristanm/datasets.html

Idiap Poster (IPD) Coffee Break Seq1 Coffee Break Seq2
Method Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

DSFF P 0.90 0.81 0.85 0.53 0.54 0.53 0.77 0.89 0.82
P+EO 0.88 0.85 0.87 0.55 0.63 0.58 0.75 0.90 0.82

HFF(-O) 0.68 0.75 0.71 0.48 0.61 0.54 0.76 0.92 0.83

Table 1. T=2/3, per frame, position only.
Idiap Poster (IPD) Coffee Break Seq1 Coffee Break Seq2

Method Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

DSFF P 0.71 0.65 0.68 0.29 0.32 0.30 0.48 0.55 0.51
P+EO 0.70 0.68 0.69 0.32 0.40 0.35 0.48 0.56 0.52

HFF(-O) 0.47 0.52 0.49 0.33 0.41 0.37 0.44 0.52 0.48

Table 2. T=1, per frame, position only.

performed afterwards [12], considering solely 4 possible ori-
entations (Front, Back, Left, Right). The tracked positions
were projected onto the ground plane before being used for
our two group detectors. Even if such techniques are effec-
tive, the estimations are still noisy: for this reason this dataset
represents well what a CV researcher can deal with in prac-
tice. Considering the ground-truth data, a psychologist anno-
tated the videos indicating the groups present in the scenes,
for a total of 45 frames for Seq1 and 75 frames for Seq2 (see
Fig. 1). The annotations have been done by analyzing each
frame in combination with questionnaires that the subjects
filled in about the number of people they spoke with.

4.1. Position only
In terms of parameter settings, each method maintained its
respective parameters for both data sets as the absolute val-
ues of the positions was similar. For the HFF, the following
parameter values were used: σ2

x = σ2
y = 150, σ2

θ = 0.03◦,
N = 1000 and R = 50, while the emptiness condition is ap-
plied over a circular area equal to 50% of the o-space. For
the DSFF method, the standard deviation of the Gaussian ker-
nel was consistently set to 40, which is twice the approximate
width of a person.

First, we ran experiments assuming that only position in-
formation was available: this represents the most common
scenario in a typical video-surveillance pipeline nowadays.
Tables 1 and 2 show the performance when setting the thresh-
old T to 2/3 and 1 respectively for both methods. We con-
sider here DSFF with the just position information (P), with
the position and orientation estimated from the position (P+EO),
and the HFF where a random orientation was generated by
sampling uniformly around the position of each individual.
We call this modified version of HFF as HFF(-O).

For both the settings, on the IPD, DSFF clearly out-performs
HFF; on the CB data, the situation is not so clear; DSFF per-
forms better on sequence 1, while HFF performs better on se-
quence 2 when T = 2/3, but the opposite is seen when using
T = 1. This is probably due to the noisier nature of the Coffee
Break dataset (many people can become occluded) and DSFF
is less robust in this respect compared to HFF. The flipped
ranking of the methods on the Coffee Break sequences can be
explained by observing the spacing of the people in each se-
quence; in sequence 1 different F-formations are spaced very
close together, but in sequence 2 the F-formations tend to be



Idiap Poster (IPD) Coffee Break Seq1 Coffee Break Seq2
Method Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

DSFF 0.93 0.92 0.92 0.62 0.54 0.58 0.72 0.71 0.72
HFF 0.93 0.96 0.94 0.67 0.68 0.67 0.91 0.91 0.91

Table 3. T=2/3, per frame, position and orientation.
Idiap Poster (IPD) Coffee Break Seq1 Coffee Break Seq2

Method Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

DSFF 0.81 0.81 0.81 0.39 0.35 0.37 0.39 0.39 0.39
HFF 0.81 0.84 0.83 0.51 0.51 0.51 0.45 0.44 0.45

Table 4. T=1, per frame, position and orientation.

spaced farther apart. The reason for the considerable drop in
performance when using a more harsh threshold is probably
due to the heavy occlusions, which lead to more extreme er-
rors in the tracking, and fewer fully detected groups.

4.2. Position and orientation
Tables 3 and 4 summarize the estimation performance of both
methods when position and orientation information is avail-
able. Here, HFF generally outperforms DSFF, especially in
the CB sequences, while the performance on IPD is closer.
This suggests that HFF is much more robust to noise; in par-
ticular, two different types of noise are present in the CB se-
quences: first, the tracking noise on the people’s positions;
second, the head orientation estimations, that are heavily dis-
cretized and so are more suited to a stochastic sampling tech-
nique. Since DSFF imposes tight constraints when detecting
F-formations using the relative orientation and positioning of
people in the scene, it is more sensitive to noise. This may
also explain why DSFF tends to perform better on CB when
using just position information, compared to both position
and orientation.

4.3. Analysing the sensitivity to position-based noise
To understand the robustness of both methods to position-
based noise, we performed a more systematic analysis. The
IPD was preprocessed by changing the position of each per-
son by a random value, sampled from a Gaussian distribution
of increasingly higher standard deviation. Figure 2 shows the
behaviour of the F1 score as the standard deviation in pixels
of the Gaussian is increased (the width of a person is roughly
20 pixels) is added to the original data. We see more clearly
how HFF (blue lines) is more robust to noise when using ei-
ther position only, or position and orientation information.
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Fig. 2. Noise analysis (F1 score) on IPD when T = 2/3.

5. CONCLUSION AND FUTURE WORK

In this paper, we compared the approaches of two F-formation
detection methods under various conditions. HFF performed
better using people’s position and orientation, showing good
robustness to noise. DSFF performed better when only posi-
tion information was available. Our analysis highlights these
generic guidelines when devising methods for identifying F-
formations in still images:

• Position information is sufficient for defining groups;
• Head or body orientation enables improvements in de-

tection performance, especially in very crowded scenes;
• Since position and orientation information may be af-

fected by noise, a robust management of the uncertainty
should be considered in the group estimation process.

We plan to follow these guidelines by joining the strengths of
both DSFF and HFF for more robust F-formation estimation,
since both methods contain key qualities for group detection.
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